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ОБЩИЕ ТРЕБОВАНИЯ 

При поступлении в магистратуру проверяется владение следующими 

профессиональными и общекультурными компетенциями: 

 знаниями в области основ кибернетики и алгоритмизации; 

 знаниями основ теории автоматического управления; 

 знаниями методов оптимизации; 

 умениями решать практические задачи по данным разделам; 

 владением грамотной письменной речью; 

 владением терминологией на языке преподавания программы. 

 

ОСНОВНЫЕ РАЗДЕЛЫ ПРОГРАММЫ 

 

I. БАЗОВАЯ ЧАСТЬ 

(основы кибернетики, алгоритмизация, оптимизационные задачи) 

1) Методы анализа алгоритмов. Алгоритмы сортировки: выбора, вставки и 

пузырьков. / Methods of algorithms analysis. Sorting algorithms: selection, 

insertion and bubbles. 

2) Рекурсивные алгоритмы. Методы устранения рекурсии. Методы анализа 

рекурсивных алгоритмов. / Recursive algorithm. Methods of elimination of 

recursion. Methods of recursive algorithms analysis. 

3) Алгоритмы быстрой сортировки Хоара, Шелла. / Algorithms of quick sort by 

Hoare, Shell. 

4) Архитектура ЭВМ. Структура Фон Неймана. Устройство процессора. / 

Computer architecture. Von Neumann Structure. Processor architecture. 

5) Устройство оперативной памяти. / Architecture of RAM. 

6) Постоянные носители информации. Магнитные накопители. Лазерные 

диски. Флэш-память. / Permanent storage of information. Magnetic drives. Laser 

disks. Flash memory. 

7) Параллельные вычислительные машины. Кластеры. Супер-ЭВМ. / Parallel 

computers. Clusters. A super-computer. 

8) Локальные вычислительные сети. Состав, структура, протоколы, 

организация. / Local area network. Structure, protocols, organization. 

9) Глобальная вычислительная сеть Internet. Семиуровневая модель передачи 

данных. Адресация в сети Internet. / Global computer network Internet. Seven- 

level model of data transmission. Addressing on the Internet. 

10) Логика  высказываний.  Логические  операции.  Формулы  логики 



высказываний. Логическая функция. Дизъюнктивные и конъюнктивные 

канонические формы. Приведение логической функции к элементарному 

виду. / Propositional logic. Logical operations. Formulas of logic statements. Logic 

functions. Disjunctive and conjunctive canonical forms. Elementary form of logical 

functions. 

11) Графы. Неориентированные и ориентированные графы. Пути. Матрицы 

смежности и инцидентности. Степени вершин. / Graphs. Undirected and oriented 

graphs. Ways. Adjacency and incidence matrices. The degree of a vertex. 

12) Алгоритм Дейкстры поиска кратчайшего пути в графе. / Dijkstra's 

algorithm for finding the shortest path in a graph. 

13) Алгоритм Флойда-Уоршелла поиска всех кратчайших путей в графе. / 

Floyd-Warshall algorithm for finding all shortest paths in a graph. 

14) Деревья. Построение остовных деревьев. Матричная формула Кирхгофа. 

/ Trees. Construction of spanning trees. The formula of the Kirchhoff matrix. 

15) Потоки в сетях. Разрез сети. Алгоритм Форда-Фалкерсона для поиска 

максимального потока в сети. / Flows in networks. Bandwidth and flow matrices. 

Ford-Fulkerson algorithm to find the maximum flow in the network. 

16) Кибернетические модели сетевого планирования. Критический путь. 

Сетевые графики комплекса работ. Основные параметры. Расчет временных 

параметров. / Cybernetic models of network planning. Critical path. Network 

schedules of the complex of works. Main parameters. Calculation of time 

parameters. 

17) Задача линейного программирования. Графическая интерпретация 

задачи. / Linear programming problem. Graphical interpretation of the problem. 

18) Симплекс метод. Метод искусственного базиса. / Simplex method. The 

method of artificial basis. 

19) Транспортная задача. Методы нахождения начального решения. / 

Transport problem. Methods for finding the initial solution. 

20) Транспортная задача. Метод потенциалов для решения транспортной 

задачи. / Transport problem. The potential method for solving the transport problem. 

21) Задача о назначении. Венгерский метод. / Assignment task. Hungarian 

method. 

22) Задача целочисленного программирования. Задача «о ранце». Метод 

Гилмора-Гомори. / The problem of integer programming. Knapsack problem. 

Gilmore-Gomory method. 

23) Задачи целочисленного программирования. NP-полные задачи. Задача 

коммивояжера. / Integer programming problems. NP-complete tasks. Traveling 

salesman problem. 

24) Многокритериальная оптимизация. Множество Парето. Определение 



компромиссного решения на основе «идеальной точки». / Multicriteria 

optimization. Pareto set. Definition of a compromise solution based on the "ideal 

point". 

25) Равновесие по Нэшу в матричных играх. / Nash equilibrium in matrix 

games. 

 

II. СПЕЦИАЛЬНАЯ ЧАСТЬ 

ПРОГРАММЫ, РЕАЛИЗУЕМЫЕ НА РУССКОМ ЯЗЫКЕ 

БЛОК № 1 

1) Системы автоматического управления. Автоматизированные системы 

управления. Структурные схемы систем управления. Типовой состав системы 

автоматического регулирования. 

2) Системы автоматического управления. Аналоговые, дискретные и 

цифровые сигналы. Классификация динамических систем. Операторная форма 

уравнений динамики. 

3) Описание систем. Каноническая форма Коши. Уравнения состояния и 

выхода. Фазовые траектории. Переходная матрица системы. 

4) Передаточная функция. Свойства передаточной функции, связь с 

временными характеристиками. 

5) Передаточные функции типовых звеньев. Преобразования структурных 

схем систем управления. 

6) Управляемость и наблюдаемость системы управления. Критерии 

управляемости и наблюдаемости линейных стационарных систем. 

7) Частотные характеристики. Логарифмические и асимптотические 

частотные характеристики. Частотные характеристики типовых звеньев 

системы автоматического регулирования. Диаграммы Боде. Сопрягающие 

частоты. Построение частотных характеристик. 

8) Устойчивость линейных стационарных систем. Критерий устойчивости 

Гурвица. 

9) Устойчивость линейных стационарных систем. Критерий устойчивости 

Рауса. 



10) Виды регуляторов. П-, ПД-, ПИ-, ПИД-регуляторы и их 

функционирование. 

11) Принцип аргумента. Частотный критерий устойчивости А.В. Михайлова 

12) Частотный критерий устойчивости Найквиста. Определение 

устойчивости по амплитудно-фазовым частотным характеристикам. Запасы 

устойчивости по фазе и амплитуде. 

13) Метод гармонической линеаризации. Типовые нелинейности. 

14) Случайные процессы. Корреляционная функция. Спектральная 

плотность. Белый шум. 

15) Нейронные сети. Персептрон. Функция активации. Многослойные 

нейронные сети. Области применения нейронных сетей. 

16) Алгоритмы обучения нейронных сетей. Алгоритм обратного 

распространения ошибки. Генетический алгоритм для обучения нейронной 

сети. 

17) Управление с нечеткой логикой. Нейро-нечеткое управление. 

18) Дискретные системы управления. Z-преобразование. Аппроксимация 

нулевого порядка и билинейная аппроксимация Тастина. 

19) Типовой состав системы автоматического управления. Классы систем 

управления. Методы оптимизации управления. 

20) Интеллектуальная система управления. Функциональная схема 

Анохина-Пупкова. 

21) Простейшая вариационная задача. Уравнение Эйлера. Условие 

Лежандра. 

22) Уравнение Эйлера для функционалов со старшими производными. 

Условия Лежандра. 

23) Вариационные задачи оптимального управления. Задача Лагранжа. 

24) Вариационные задачи оптимального управления. Задача Больца. 

25) Принцип максимума Л.С. Понтрягина для решения задачи оптимального 

управления. Критерий в форме Лагранжа. 

26) Принцип максимума Л.С. Понтрягина для решения задачи оптимального 

управления. Задача быстродействия. 

27) Функциональное уравнение Р. Беллмана для решения задачи 

оптимального управления. 

28) Многокритериальная оптимизация. Стабильно-эффективные 

компромиссы. СТЭК-1, СТЭК-2, СТЭК-4. 

29) Многокритериальная оптимизация. Равновесие в форме «Угрозы- 

контругрозы», СТЭК-5, СТЭК-7. 



30) Кооперативное взаимодействие. Дележ по Шепли. 
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QUESTIONS TO ENGLISH PROGRAMS 

UNIT № 1 

1) Kinematics of space robotic systems. 

2) Dynamics and control of space robotic systems. 

3) Space robotic arm. Design, primary functions. 

4) Autonomous space vehicles. Design, primary functions. 

5) The voice control problem. Technology, application. 

6) Expert systems. Technology, practice. 

7) Intelligent systems. Modern approach. 

8) Intelligent assistant. Functions, practice. 

9) Space drives. Characteristics, primary functions, control. 

10) Space orbital communication. Technologies, equipment. 

11) Autonomous space docking problem. 

12) Autonomous space transporting problem. 

13) Orbital debris removal problem. 



14) Block diagram of the microcontroller. Primary functions of the main elements 

of the microcontroller. 

15) Robotic servomotors. Structure, primary functions, principle of operation. 

16) Ultrasonic sensor. Structure, primary functions, principle of operation. 

17) The task of recognizing an object in the frame by a given pattern. Solution 

algorithms. 

18) Space vision systems. Equipment configuration, primary functions. 

19) Machine learning. Algorithms. 

20) Remote sensing of the Earth. 

 

UNIT № 2 

1) Smart home systems. Classification, primary functions. 

2) Smart city intelligent systems. Classification, primary functions. 

3) Smart city transportation problem. Practical approach. 

4) Smart city lighting. 

5) The task of building a communication network of minimal cost. 

6) Wireless data transmission technologies. Comparison of technologies, primary 

functions. 

7) Topology of Wi-Fi network. Equipment configuration, primary functions. 

8) The calculation of the communication range between two access points in the Wi- 

Fi wireless network. Differences in the frequency bands 2.4 and 5 GHz. 

9) The topology of the LTE network. Equipment configuration, primary functions. 

10) Bluetooth data transmission technology, primary functions. 

11) Types of wireless sensors. Principle of operation. 

12) RFID tag. Principle of operation. 

13) The task of recognizing an object in the frame by a given pattern. Solution 

algorithms. 

14) Presence detector. Structure, primary functions, principle of operation. 

15) QR-code. Application practice. 

16) Vision systems. Equipment configuration, primary functions. 

17) Internet of things. 

18) Big data analysis. 



19) Augmented reality systems. Sequence of image formation procedures. Types 

of equipment. Application. 

20) Virtual reality systems. The algorithm of formation of the image. Types of 

equipment. Application. 

 

UNIT № 3 

 

1) Definition of remote sensing. Advantages and disadvantages of remote sensing 

in comparison to ground and aerial surveys. 

2) Passive and active remote sensing. Give examples for both types. 

3) Is it possible to record electromagnetic energy to image the Earth during night? 

If yes, how can it be achieved? 

4) What type of orbit does normally have remote sensing satellites? What are the 

advantages of this orbit type? 

5) Main applications of Earth remote sensing. 

6) Spatial, spectral and radiometric resolution of a satellite sensor. What are two 

characteristics of electromagnetic radiation that are particularly important for 

understanding remote sensing? 

7) Electromagnetic spectrum. What parts of it are used in remote sensing of the 

Earth? 

8) How does the electromagnetic energy, used in remote sensing, interacts with the 

atmosphere? 

9) Explain the concept of atmospheric windows in remote sensing. 

10) How does the electromagnetic energy, used in remote sensing, interacts with 

targets on the Earth’s surface? What is a Geographic Information System (GIS)? 

Describe its key components. 

11) What is a raster data model? What are common file formats to store raster 

data? Give examples of different types of geographic information that can be stored 

as raster data. 

12) What is a vector data model? What are common file formats to store vector 

data? Give examples of different types of geographic information that can be stored 

as vector data. 

13) In Geographic Information Systems (GIS), what geographic data is better to 

store in a raster form, and what data in a vector form? 

14) What is the total number of pixel values that an 8-bits raster image can have? 



15) What is the total number of pixel values that a 16-bits raster image can have? 

How many meters does 1 mm on a map – drawn at a scale of 1:2000 – represent on 

the ground? 

16) How many meters does 1 mm on a map – drawn at a scale of 1:25,000 – 

represent on the ground? 

17) How many meters does 1 mm on a map – drawn at a scale of 1:50,000 – 

represent on the ground? 

18) How many meters does 1 mm on a map – drawn at a scale of 1:100,000 – 

represent on the ground? 

19) How many meters does 1 mm on a map – drawn at a scale of 1:250,000 – 

represent on the ground? 

20) How many meters does 1 mm on a map – drawn at a scale of 1:500,000 – 

represent on the ground? 

21) How many meters does 1 mm on a map – drawn at a scale of 1:1,000,000 – 

represent on the ground? 

22) Calculate how much computer memory (in kilobytes) an image of 8 bits and 

the size of 512x512 pixels would require to store? 

23) Calculate how much computer memory (in megabytes) an image of 16 bits 

and the size of 512x512 pixels would require to store? Convert a wavelength of 300 

nm (nanometers) into a corresponding frequency (Hz). What is the name of the 

spectral range this wave belongs to? 

24) Convert a wavelength of 600 nm (nanometers) into a corresponding frequency 

(Hz). What is the name of the spectral range this wave belongs to? 

25) Convert a wavelength of 1 μm (micrometer) into a corresponding frequency 

(Hz). What is the name of the spectral range this wave belongs to? 

26) Convert a wavelength of 10 mm (millimeters) into a corresponding frequency 

(Hz). What is the name of the spectral range this wave belongs to? 

27) Electromagnetic wave "A" has a frequency of 10 GHz (Gigahertz). Is the 

wavelength of "A" greater than the wavelengths of red part of the spectrum? What 

is the name of the spectral range the wave "A" belongs to? 

28) Electromagnetic wave "A" has a frequency of 500 THz (Terahertz). Is the 

wavelength of "A" greater than the wavelengths of near-infrared range? What is the 

name of the spectral range the wave "A" belongs to? 



UNIT № 4 

 

1) Nature, types and properties of innovation. 

2) Patterns of innovation development. 

3) Innovative infrastructure. 

4) Conditions and factors for creating innovations. 

5) Innovative entrepreneurship. 

6) Stages of the company's life cycle and sources of financing. 

7) Intellectual property management. 

8) Human capital management in innovative business. 

9) Basic concepts of innovation management. 

10) Classification of innovations. 

11) Development of an innovative enterprise strategy. 

12) Analysis of demand for scientific and technical products. 

13) Evaluation of innovation - economic and social efficiency. 

14) Planning of business processes in innovative projects. 

15) Investing in an innovation project. 

16) Nature and principles of innovative projects management. 

17) Organizational structures for innovative projects management. 

18) Personnel in innovative projects management. 

19) Expertise of innovative projects. 

20) Innovation policy of the company. 

21) Marketing strategies in innovative activity. 

22) Information technologies in innovative projects management. 

23) Innovative infrastructure in Russia. 

24) Legal support for innovative activity. 

25) Financial support for innovative activity. 
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ПОРЯДОК ПРОВЕДЕНИЯ ВСТУПИТЕЛЬНОГО ИСПЫТАНИЯ 

в форме компьютерного тестирования на программы магистратуры по 

направлению 27.04.01 «Управление в технических системах» 

Междисциплинарные испытания при приеме на обучение по программам 

магистратуры на направление 27.04.01 «Управление в технических системах» 

проводятся в форме теста, формируемого электронной системой 

сопровождения экзаменов (ЭССЭ) методом случайной выборки заданий из 

подготовленного банка тестовых заданий, с автоматической проверкой ЭССЭ 

правильности выполненных заданий (компьютерный тест). 

Компьютерный тест состоит из 50 вопросов с множественным выбором 

ответа: с выбором одного правильного ответа из множества, вопросы на 

соответствия. На выполнение всего теста отводится 100 минут. 

Тест оценивается из расчета 100 баллов. Для вопросов с выбором одного 

правильного ответа и вопросов на соответствия: за правильный ответ 

начисляется 2 балла, за неправильный - ноль. 


